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Abstract. In this paper, a novel reconfigurable discrete wavelet transform processor architecture is proposed to
meet the diverse computing requirements of future generation multimedia SoC. The proposed architecture mainly
consists of reconfigurable processing element array and reconfigurable address generator, featuring dynamically
reconfigurable capability where the wavelet filters and wavelet decomposition structures can be reconfigured as
desired at run-time. The lifting-based reconfigurable processing element array possesses better computation effi-
ciency than convolution-based architectures, and a systematic design method is provided to generate the hardware
configurations of different wavelet filters for it. The reconfigurable address generator handles flexible address gen-
eration for data I/O access in different wavelet decomposition structures. A prototyping chip has been fabricated
by TSMC 0.35 um 1P4M CMOS process. At 50 MHz, this chip can achieve at most 100 M pixels/sec transform
throughput, together with energy efficiency and unique reconfigurability features, proving it to be a universal and

extremely flexible computing engine for heterogeneous reconfigurable multimedia systems.

Keywords: discrete wavelet transform, lifting scheme, reconfigurable computing, heterogeneous reconfigurable
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1. Introduction

As the era of system-on-a-chip (SoC) coming, a wide
range of complex functions can be combined on a single
die. SoC designs that integrate embedded microproces-
sors, digital signal processors, embedded memory, and
custom modules have been reported by a number of in-
dustrial companies and academic organizations in the
past decade. Projections of future integration densities
suggest that this trend will surely continue in the next
decade. It is therefore reasonable to expect that a future
generation multimedia SoC will combine all the func-
tionality of a portable multimedia terminal, including
not only the traditional computational functions and
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operating system, but also the extensions for full mul-
timedia support such as image, video, graphics, and
audio. In order to meet the diverse computing require-
ments of future generation multimedia SoC, sufficient
functional flexibility should be provided by the system
implementation platform. Although the traditional pro-
grammable platforms such as embedded microproces-
sors and digital signal processors can provide ultimate
flexibility, these solutions always experience the prob-
lems of computation and energy inefficiencies. In the
literature, many researches addressed these problems
and proposed to adopt the reconfigurable computing
technology into the implementation platform for multi-
media SoC. Among these proposals, the heterogeneous
reconfigurable system proposed by Rabaey et al. [1] is
likely to be the most promising one to meet the diverse
computing requirements while achieving high compu-
tation and energy efficiencies.
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Figure 1. Conceptual view of the heterogeneous reconfigurable
system.

1.1.  Heterogeneous Reconfigurable Multimedia
Systems

Figure 1 shows the conceptual view of the heteroge-
neous reconfigurable system, including the instruction-
set processor for control-oriented tasks, the recon-
figurable interconnect network for data communica-
tion tasks, several reconfigurable hardware modules
for dominating computational kernels, and the I/O
data interface. The principle of the heterogeneous re-
configurable system is to provide programmability
or reconfigurability at just the right granularity so
as to eliminate virtually all reconfiguration overhead.
Since the digital signal processing applications typ-
ically have a few dominating computational kernels
with high regularity, these regular computational ker-
nels can be mapped to several function-specific recon-
figurable hardware modules with minimum reconfig-
uration overhead. However, the mapping of computa-
tional kernel to function-specific reconfigurable hard-
ware is not a trivial work, and the mapping results di-
rectly affect the overall system performance.

The mapping process mainly consists of three design
steps. The first step is to identify the possible recon-
figurable parameters of the computational kernel. The
identification can minimize the hardware reconfigura-
bility to a constrained set and reduce the reconfigura-
tion overhead to the minimum. The second step is to
investigate the algorithm with highly regular structure
for the computational kernel. Regularity allows the al-
gorithm to be decomposed into architecture patterns
of computation, memory access, and interconnection.
The third step is to develop the corresponding function-
specific reconfigurable hardware architecture for the
architecture patterns in second step to be mapped onto.
The reconfigurable architecture is a combination of dat-
apath units, specially partitioned and accessed memory
blocks connected by dedicated links. The architecture
should be modular and scalable in order to allow easily
mapping of architecture patterns.

In most multimedia applications, three of the dom-
inating computational kernels are discrete wavelet
transform, motion estimation, and discrete cosine
transform. A heterogeneous reconfigurable multime-
dia system consisting of these three function-specific
reconfigurable processors is therefore capable to per-
form almost all the functionality of a portable multime-
dia terminal with high computation and energy efficien-
cies. In this paper, we focus on one of the computational
kernels—the discrete wavelet transform.

1.2.  Discrete Wavelet Transform

During the past decade, wavelets have been devel-
oped as an effective multiresolution signal analysis
tool. Since the discrete wavelet transform (DWT) de-
duced by Mallat [2], many researches on wavelet-based
image analysis and compression have derived fruit-
ful results. Recently, emerging multimedia standards
such as JPEG2000 still image coding [3] and MPEG-
4 visual texture coding [4] have also adopted DWT
as their transform coders. The computations of DWT
can be divided into two parts, one is the wavelet fil-
ter operation which performs the signal analysis and
subsampling, and the other is the wavelet decomposi-
tion operation which recursively decomposes the signal
according to specific decomposition structure. These
two computational parts flexibly combine to enable
DWT to decompose a signal into different subbands
of well-defined time-frequency characteristics. Hence,
itis clear to identify that two reconfigurable parameters
of the DWT computational kernel are variable wavelet
filters and variable wavelet decomposition structures.
A reconfigurable DWT processor in heterogeneous re-
configurable multimedia systems is therefore supposed
to sufficiently provide these two reconfigurable param-
eters in order to support the flexible functionality re-
quired by future generation multimedia SoC.

In the literature, there have been many proposals
devoted to the hardware architecture of DWT [5-10].
Most of the proposals based on fixed wavelet filter
and fixed wavelet decomposition structure. Some re-
cent proposals [11-16] addressed the importance of
flexibility and proposed programmable or reconfig-
urable DWT architectures for either variable wavelet
filters [11-14] or variable wavelet decomposition struc-
tures [15, 16]. However, these proposals are still not
flexible enough to meet the diverse computing require-
ments of future generation multimedia SoC. This sit-
uation attracts us to have the research motivation to
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investigate a reconfigurable DWT processor which can
be dynamically reconfigured as desired wavelet filter
and wavelet decomposition structure, being a univer-
sal and extremely flexible DWT computing engine for
heterogeneous reconfigurable multimedia systems.

1.3.  Paper Organization

This paper is organized as follows. In Section 2, the
preliminaries of DWT are first illustrated. The lifting
scheme for DWT is then reviewed in the following. In
Section 3, a systematic design method based on lift-
ing scheme is proposed to derive the DWT algorithm
with highly regular structure. The derived algorithm
is also decomposed into architecture patterns of com-
putation, memory access, and interconnection by pro-
posed method. Two case studies are illustrated to show
the effectiveness of proposed method. In Section 4, the
proposed reconfigurable DWT processor architecture
is described in detail, including the reconfigurable pro-
cessing element array and the reconfigurable address
generator. The chip implementation and architecture
evaluation results are given in Section 5 to show the
energy efficiency and architectural uniqueness of pro-
posed reconfigurable DWT processor. Finally, a brief
summary in Section 6 concludes this paper.

2. Discrete Wavelet Transform
and Lifting Scheme

2.1. Preliminaries of Discrete Wavelet Transform

As mentioned in Section 1, one of the computational
parts of DWT is the wavelet filter operation, which is
a two channel filter bank as shown in Figs. 2 and 3,
where Fig. 2 represents the DWT analysis filter bank
and Fig. 3 represents the DWT synthesis filter bank.
Inthe DWT analysis, original signal is processed first
by two analysis filters, low pass and high pass, and then
followed by subsampling to decompose the low pass
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Figure 2. DWT analysis filter bank.
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Figure 3. DWT synthesis filter bank.

and high pass coefficients. In the DWT synthesis, low
pass and high pass coefficients are processed first by up-
sampling and then followed by two synthesis filters to
reconstruct the signal. This basic operation is called the
one-level DWT decomposition (reconstruction). For
multi-resolution analysis (synthesis), multi-level DWT
decomposition (reconstruction) is performed.

The multi-level DWT decomposition, which is
namely the other one of the computational parts of
DWT, is very flexible, and according to the original
signal characteristics, a specific wavelet decomposi-
tion structure can be performed to achieve best-suited
multi-resolution analysis result. Among all possible
decomposition structures, the dyadic type decompo-
sition as shown in Fig. 4 is the most common case
due to its regular and recursive structure. In the dyadic
type decomposition, the output low pass coefficients
of previous level are treated as current input signal to
form a recursive chain. However, beyond the dyadic
type decomposition, many other decomposition struc-
tures are possible but may be more irregular. Take the
2-D image signal as examples, Fig. 5 shows the 3-
level dyadic type decomposition of test image Lena,
and Fig. 6 shows the wavelet packet transform (WPT)
of test image Barbara, where the DWT is performed
according to image characteristics and special con-
sideration with specific wavelet filter and wavelet de-
composition structure to achieve best coding efficiency
[17].

2.2. Lifting Scheme

The wavelet filter operation is a two channel fil-
ter bank, and this operation is conventionally im-
plemented by convolution-based method. However,
the convolution-based implementation method is
computation-intensive when wavelet filter tap is long.
Thanks to the appearance of lifting scheme [18] and
a factorization method that factors wavelet transforms
into lifting steps [19], the lifting scheme is widely used
to speed up the DWT wavelet filter operation.
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Figure 4. Dyadic type decomposition.
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Figure 5. 3-level dyadic type decomposition of Lena.

Figure 6. 'Wavelet packet transform of Barbara.

The lifting scheme is a new method for constructing
wavelets entirely by spatial approach [18]. Using lift-
ing scheme to construct wavelets has many advantages,
such as allowing a faster and fully in-place implemen-
tation of the wavelet transforms, immediately to find
the inverse transform, easily to manage the boundary
extension, and possibly of defining a wavelet-like trans-
form that maps integer-to-integer. According to [19],
any DWT with finite filter can be decomposed into a
finite sequence of simple filtering steps, which is called
the lifting steps. This decomposition corresponds to a
factorization of the polyphase matrix of target wavelet
filter into a sequence of alternating upper and lower
triangular matrices and a constant diagonal matrix.
Figure 7 shows the generic block diagram of a wavelet
filter. The forward transform uses two analysis filters /
(low pass) and g (high pass) followed by subsampling,
while the inverse transform first performs upsampling
and then uses two synthesis filters 2 (low pass) and g
(high pass).

Figure 7. Generic block diagram of a wavelet filter.

Since the polyphase representation of a filter 4 is
h(z) = he(2) 4+ 27 ho(2?) ey

where &, denotes the even coefficients and /4, denotes
the odd coefficients. The polyphase matrix of a wavelet
filter can be assembled as

he(z) ge(z)}

2
ho(z)  go(2) @

P(z) = |:

In [19], it has been shown that if 4 and g is a com-
plementary filter pair, then with the exploitation of Eu-
clidean algorithm for Laurent polynomials, there al-
ways exist Laurent polynomials s;(z), #;(z) and a non-
zero constant K so that

Pl os@][ L 0K 0
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In other words, any finite wavelet filter can be ob-
tained by starting with the Lazy wavelet followed by
several lifting steps with a scaling. Due to the exploita-
tion of Euclidean algorithm for Laurent polynomials in
this lifting factorization method, the factorization pro-
cess is non-unique. That is, there exist many essentially
different lifting factorizations, but which one more suit-
able for software and/or hardware implementations is
still an open design issue.

3. Proposed Systematic Design Method

In this section, a systematic design method based on
lifting scheme is proposed to derive the DWT algorithm
with highly regular structure. The derived algorithm is
also decomposed into architecture patterns of computa-
tion, memory access, and interconnection by proposed
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method. As shown in Fig. 8, this design method con-
sists of several design stages. Once a finite wavelet fil-
ter is targeted, four subsequent design stages are then
performed to derive the corresponding DWT algorithm
with highly regular structure and construct its decom-
posed architecture patterns. Detailed contents of each
design stage are described in the following subsections.

3.1. Specific Lifting Factorization

As pointed out in Section 2, the lifting factorization
process is non-unique. This freedom diversifies the de-
sign space of algorithm and corresponding architecture
for lifting-based DWT. In the proposed systematic de-
sign method, a specific lifting factorization is chosen
for all target wavelet filters. This factorization princi-
ple is to factor the Laurent polynomials s;(z) and #;(z)
as symmetric or anti-symmetric as possible and allow
at most two coefficients in each lifting step to achieve
minimum lifting steps factorization. For instance, one
lifting step can further be decomposed into two mini-
mum lifting steps as

[1 a(z)+b(z)i|_|:1 a(z)][l b(z)] A
0 1 o 1 0 1 “)

Following this principle, in each lifting step, an even
location will only get information from two odd lo-
cations or vice versa. There exist only four possible
categories of basic processing element in such factor-
ization as shown in Fig. 9. Egs. (5)—(8) show the four
possible lifting step categories for #;(z), and each corre-
sponds to the four basic processing element categories

A A
B B
D D
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Q
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C

Figure 9. Four categories of basic processing element.

in Fig. 9. The case of s;(z) is similar.

1 0
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The category (d) in Fig. 9 can be regarded as a gen-
eral case of (a), (b), and (c). One can expect that, if the
target wavelet filter is linear phase, namely, symmetric
or anti-symmetric, then only the first three categories
should appear by specific lifting factorization. In such
cases, the number of multiplication in each lifting step
can be reduced by at most a factor of two. In the fol-
lowing design stages, the scale factor K and 1/K will
be excluded since it can be implemented exactly with
two constant coefficient multipliers. After this design
stage, the corresponding DWT algorithm with highly
regular structure is derived.

3.2. Dependence Graph Formation

Once the specific lifting factorization is done, a depen-
dence graph (DG) can be drawn for its corresponding
lifting factored wavelet filter. However, in order to sim-
plify the complexity of next design stage, the Systolic
Arrays Mapping, a specific formation of the DG is per-
formed to obtain a more regular and compact DG form.

As shown in Fig. 10(a), any lifting step constructed
by specific lifting factorization can be depicted as a
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Figure 10. Dependence graph formation.

generic basic DG that is a combination of three input
nodes (A, B, C) and one computation-output node (D).
Due to the step-by-step serial connection property of
specific lifting factorization, without loss of general-
ity but for simplicity and regularity consideration, one
slice of a DG can be depicted as shown in Fig. 10(b).
In Fig. 10(b), the white node (tagged 1 to 7) denoted
as the input node, and the black node (tagged A to
F) denoted as the computation-output node. The for-
mation principle is described as following two steps:
First, merge one pair of even and odd input nodes into
a new input node. As shown in Fig. 10(c), except for
the first even node (tagged 1), one even and one odd
node are merged into new single input node. The first
even node 1 can be treated as merged with a virtual
odd node N such that this merging step is regular. This
step can make sure that the following systolic arrays
mapped architectures have unified input-output ports
and throughput. Second, move the computation-output
nodes to the specific position such that there is no back-
ward directional data flow existing in the DG. This step
can make sure that the mapped architectures have uni-
fied data flow direction. Figure 10(c) is the DG form of
Fig. 10(b) after these two formation steps.

3.3.  Systolic Arrays Mapping and Pipelining

After the DG formation design stage, one set of unique
systolic arrays mapping parameters are applied to the
DG to obtain the corresponding signal flow graph
(SFG). As the same systolic architecture definitions
in [20], the DG in Fig. 10(c) is mapped by Processor
Vector p = (0, 1)7, Projection Vectord = (1, 0)”, and
Scheduling Vector s = (1, 0)7.

The resulting SFG is depicted as shown in Fig. 11(a).
The detailed architecture of each PE can be referred to
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Figure 11. Systolic arrays mapped architecture.

Fig. 9, one of the four categories of basic processing
element depending on its corresponding lifting step cat-
egory. In this architecture, the critical path is two PE de-
lay. In order to achieve modular architecture, pipelining
is applied to the original SFG. As shown in Fig. 11(b),
after the pipelining (dash line), two pipeline delay reg-
isters (D) are added and one PE critical path delay is
achieved. By above four design stages, modular lifting-
based architectures of any finite wavelet filter can be
easily constructed. These constructed architectures are
composed of several architecture patterns, including
the PE for computations, delay registers for memory
access, and dedicated data links for interconnection.

3.4. Case Studies

In this subsection, two practical examples are given to
show the effectiveness of proposed systematic design
method.

3.4.1. (9,7) Odd Symmetric Biorthogonal Filter. The
first case to be studied is the popular (9,7) odd
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Figure 12. Dependence graph formation for (9,7) filter.

symmetric biorthogonal filter, which is adopted by
JPEG2000 lossy coding. By specific lifting factoriza-
tion, the polyphase matrix can be factored into four
lifting steps and a scaling constant.

1 a(l+z7hH 1 0
P(Z)_[O ! Hﬁ(l—lrz) 1}

1 y(1+z7hH 1 o[z 0
X[o 1 ][8(1+z) J[o l/z]

&)
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8 = 0.4435068522;

o

—1.586134342;
y = 0.8829110762;
¢ = 1.149604398

This factorization leads to the original and specific
DG formation as shown in Fig. 12(a) and (b). After the
systolic arrays mapping, the lifting-based architecture
of (9,7) filter is shown in Fig. 13. The four PE architec-
tures in this figure all correspond to Fig. 9(a). Finally,
pipelining is made between each PE stages to construct
the modular architecture.

3.4.2. (9,3) Odd Symmetric Biorthogonal Filter. The
other case to be studied is the (9,3) odd symmetric
biorthogonal filter, which is adopted by MPEG-4 vi-
sual texture coding. By specific lifting factorization,
the polyphase matrix can be factored into three lifting

steps and a scaling constant.

Pl — 1 a(l+z7hH 1 0
(Z)_[O I ][,3(1+z) 1]

1 yd+zhH 1 01fc 0
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8 = 0.4435068522;

a = —1.586134342;
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This factorization leads to the original and specific
DG formation as shown in Fig. 14(a) and (b). After the
systolic arrays mapping, the lifting-based architecture
of (9,3) filter is shown in Fig. 15. The three PE archi-
tectures in this figure also all correspond to Fig. 9(a).
Again, pipelining is made between each PE stages to
construct the modular architecture.

The lifting-based architectures constructed by this
design method consist of several serially-connected ba-
sic processing elements, and the number of basic pro-
cessing elements for a chosen wavelet filter depends
on the number of lifting steps after specific lifting fac-
torization. For instance, there are four basic processing
elements in the (9,7) odd symmetric biorthogonal filter
and three basic processing elements in the (9,3) odd
symmetric biorthogonal filter.

4. Reconfigurable DWT Processor Architecture

In this section, a modular and scalable reconfigurable
DWT processor architecture is proposed. The architec-
ture patterns decomposed in Section 3 can be mapped
onto proposed architecture, which is a combination of
datapath units, specially partitioned and accessed mem-
ory blocks connected by dedicated links.

4.1. Reconfigurable DWT Processor Architecture
Overview

In order to support variable wavelet filters and wavelet
decomposition structures in a single architecture, a

o—= '

A
BPE2D

\R K]

ookl - ST

C

Figure 13. Lifting-based architecture of (9,7) filter.
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Figure 14. Dependence graph formation for (9,3) filter.

dynamically reconfigurable DWT processor architec-
ture is proposed as shown in Fig. 16.

The proposed architecture is a general and scalable
computational model, and the computational resources
inside it can be flexibly scalable according to target ap-
plication specification. A virtual external frame mem-
ory is required to buffer the data signal under process-
ing, and the Input Unit and Output Unit depicted in
Fig. 16 act as the interface between the reconfigurable
architecture and this frame memory. In a multimedia
SoC, this virtual external frame memory can be imple-
mented by a shared system memory or by a local frame
memory tightly-coupled to the reconfigurable architec-
ture. In addition to the I/O Units, the proposed architec-
ture mainly consists of two functional blocks. One is the
reconfigurable processing element array, and the other
is the reconfigurable address generator. The reconfig-
urable processing element array, depicted as Reconfig-
urable DWT PE Array in Fig. 16, is responsible for
the wavelet filter operation and composed of a 1-D lin-
ear array of reconfigurable DWT processing elements
(PE). The reconfigurable DWT PE is based on the com-
putationally more efficient lifting scheme rather than
conventional convolution approach. Besides, the pro-
posed systematic design method in Section 3 is ex-
ploited to derive the reconfigurable DWT PE architec-
ture and generate the corresponding hardware configu-
rations of different wavelet filters for it. The hardware
configurations of Reconfigurable DWT PE Array are
stored in the PE Context Memory, where the PLA part
stores several default configurations and the RAM part
stores user-programmable configurations.

@_

The reconfigurable address generator, depicted as
Reconfigurable WPT AG in Fig. 16, is responsible for
the wavelet decomposition operation. By generating
specific memory read/write address to I/O Units, flex-
ible data access between external frame memory and
I/O Units is performed for different wavelet decompo-
sition structures. The hardware configurations of Re-
configurable WPT AG are stored in the AG Context
Memory, and the PLA and RAM have the same fea-
tures as those in the PE Context Memory.

4.2.  Architecture of Reconfigurable DWT PE Array

According to the possible categories of basic process-
ing element by proposed systematic design method in
Section 3, if the target wavelet filters are linear phase,
then only the first three categories should appear by
specific lifting factorization. Therefore, the core cell,
which is called the main computation unit (MCU), of
reconfigurable DWT PE is derived as shown in Fig. 17.
This core cell is a three-input (A, B, C) one-output (D)
datapath, consisting of one adder/subtracter, one mul-
tiplier with coefficient o, and another adder. The dat-
apath can be dynamically reconfigured as one of the
three possible categories of basic processing element.
The Reconfigurable DWT PE Array is composed of
a 1-D linear array of several reconfigurable DWT PE,
and the number of the PE is scalable according to target
application specification. As mentioned in Section 3,
since the number of basic processing elements is vari-
able for different wavelet filter, a folding of systolic
array technique can be exploited to fold variable num-
ber of basic processing elements into equal number of
MCU with variable throughout. For instance, the (9,7)
filter originally require four basic processing elements,
after a fold by 2 operation, the required MCU number
becomes two while the throughput becomes one half.
The folding technique will induce feedback loop from
the output to the input, therefore some feedback reg-
isters are necessary to buffer the feedback signal. To-
gether with the lifting registers and pipeline registers

Figure 15. Lifting-based architecture of (9,3) filter.
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Figure 16. Proposed reconfigurable DWT processor architecture.
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Figure 17. Core cell of reconfigurable DWT PE (MCU).

between each MCU, the reconfigurable DWT PE archi-
tecture is derived as shown in Fig. 18. In Fig. 18, the de-
lay chain O contains feedback registers, the delay chain
1 and 2 contain lifting registers and pipeline registers,
the MCU represents the core cell in Fig. 17, the Mux
selects suitable input data from three delay chains, and
the FSM receives configuration signal from PE Context
Memory to decode necessary hardware configurations
for MCU and Mux. Due to the regularity and modular-
ity of reconfigurable DWT PE architecture, several PE
can be cascaded serially to form a 1-D linear array as
the Reconfigurable DWT PE Array.

By adding an additional design stage, folding of
systolic array, into original systematic design method,
a modified systematic design method to generate the
hardware configurations for the Reconfigurable DWT
PE Array can be derived. Based on this modified de-
sign method, any finite wavelet filter can be mapped
onto the Reconfigurable DWT PE Array with specific
PE number through the generated hardware configura-
tions.

4.3.  Architecture of Reconfigurable WPT AG

Compared to the architecture of Reconfigurable DWT
PE Array, the architecture of Reconfigurable WPT
AG is much simple and straightforward. As shown in
Fig. 19, there are two address generators in the architec-
ture, one is the output address generator which gener-
ates the corresponding row or column address to Output
Unit as write address to external frame memory, and

Delay Chain 0
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Input

Data
Delay Chain 2

Output
Data

Figure 18.

Configuration

Signal

Reconfigurable DWT PE architecture.

> FSM
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Figure 19. Architecture of Reconfigurable WPT AG.

the other is the input address generator which generates
the corresponding row or column address to Input Unit
as read address to external frame memory. The start
time slot of four FSMs, the initial value of four coun-
ters, and the select signal of two Muxs are controlled
by the configuration signal from AG Context Memory
for specific wavelet decomposition structure.

5. Chip Implementation and Architecture
Evaluation

5.1.  Chip Implementation

In order to prove the feasibility of proposed recon-
figurable DWT processor architecture, a prototyping
chip has been implemented by cell-based design flow
and fabricated by TSMC 0.35 um 1P4M CMOS pro-
cess. Two reconfigurable DWT PE are adopted to form
the Reconfigurable DWT PE Array, and several useful
wavelet filters and wavelet decomposition structures
are stored in the PLA as default configurations. The key
features of this prototyping chip is listed in Table 1 and
the related performance is showed in Table 2, including

Table 1. Key features of the prototyping chip.

Technology TSMC 0.35 um 1P4M CMOS process
Package 100 CQFP

Die size 2.86 x 2.86 mm?
Transistor count 168 K

Max clock rate 50 MHz

Power consumption 186 mW @ 3.3V, 50 MHz

Table 2. Performance of the prototype chip.

Wavelet Throug put ~ HW utilization
filter Lifting steps  (per cycle) (%)
(5,3) 2 2 100
9.,3) 3 1 75
9,7 4 1 100
(2,10) 4 1 100
(13,7) 4 1 100

the wavelet filters, number of lifting steps, throughput
per clock cycle, and corresponding hardware utiliza-
tion. At 50 MHz, the prototyping chip can achieve at
most 100M pixels/sec transform throughput (for (5,3)
filter), which is capable to perform the CCIR 601 (720
x 576) format image signal at 30 frame/sec with two-
level wavelet packet transform. The photograph of the
prototyping chip is shown in Fig. 20.

5.2.  Architecture Evaluation

Two categories of architecture evaluation have been
made to show the energy efficiency and architectural
uniqueness of proposed reconfigurable DWT proces-
SOT.

5.2.1. Energy Efficiency Comparison with Pro-
grammable Solutions. The proposed reconfigurable
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Figure 20. Photograph of the prototyping chip.
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Table 3. Energy efficiency comparison.

Wavelet filter

Architecture candidates 63 93 07 (@10

Dedicated Hardware 032 065 099 0.87
(lower bound)

Proposed reconfigurable 057 086 1.14 1.14
DWT processor

Low-power DSP (TI C54) 9.99 10.53 11.07 10.26

High-performance DSP (TI C62) 60 72 96 72

DWT processor has been compared with two pro-
grammable digital signal processors (DSPs) from
Texas Instruments [21], one is a low-power DSP—
TMS320C54, and the other is a high-performance
DSP—TMS320C62. For DSP implementation, the
wavelet filters are realized by real symmetric FIR filter
with polyphase decomposition. Besides, the dedicated
hardware implementations are also included as a lower
bound reference. In order to achieve a reasonable com-
parison, all the IC technologies of targeted architecture
candidates are scaled to 0.18 um. The comparison re-
sults are listed in Table 3, and the unitis mW/Msamples.
According to the results, it is clear that our proposal
achieves 10 to 100 times energy efficiency than pro-
grammable solutions and approaches the performance
of dedicated hardware.

5.2.2. Comparison with Programmable/
Reconfigurable DWT Architectures. In order
to show the uniqueness of our proposal in terms of
reconfigurability, the proposed architecture has been
compared with several previous programmable or
reconfigurable DWT architectures. The comparison

Table 4. Comparison with programmable or reconfigurable
DWT architectures.

Variable Wavelet Variable
wavelet filter decomposition
Architecture filter basis structure
Proposed Yes Lifting Yes
Chen [11] Yes Convolution No (dyadic only)
Ravasi [12] Yes Convolution No (dyadic only)
Ferretti [13] Yes Lifting No (dyadic only)
Andra [14] Yes Lifting No (dyadic only)
Trenas [15] No Not specified Yes
Wu [16] No Not specified Yes

results are listed in Table 4. The results show that our
proposal has the richest reconfigurability among all
proposals and is the only solution that can provide
sufficient functional flexibility desired by heteroge-
neous reconfigurable multimedia systems for future
generation multimedia SoC.

6. Conclusion

We have proposed a reconfigurable DWT processor ar-
chitecture to meet the diverse computing requirements
of future generation multimedia SoC. The proposed ar-
chitecture is dynamically reconfigurable in terms of the
wavelet filters and wavelet decomposition structures.
By proposed systematic design method, the DWT al-
gorithm with highly regular structure is derived and
decomposed into architecture patterns to be mapped
onto proposed reconfigurable architecture. The lifting-
based Reconfigurable DWT PE Array possesses better
computation efficiency than convolution-based archi-
tectures, and the Reconfigurable WPT AG handles flex-
ible address generation for data I/O access in different
wavelet decomposition structures. A prototyping chip
has been fabricated with high performance, high en-
ergy efficiency, and unique reconfigurability, proving
it to be a universal and extremely flexible computing
engine for heterogeneous reconfigurable multimedia
systems.
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